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Abstract—In earth observation field, accurate and timely detection 
of urban area is very crucial for digital mapping, city planning, 
urban land management, military survey. To detect and record the 
changes which may occur in forest, desert, agricultural, and urban 
area is the major responsibility of urban region planners and 
government agencies. Satellite images and very high resolution 
images play an important role to resolve this issue. The proposed 
work comprises three steps. First, adaptive gamma normalization is 
used to control illumination of the scene. This normalization 
technique is compatible irrespective of resolution of image. Second, 
adaptive simple linear iterative clustering (adaptive SLIC) is 
proposed to form clusters of pixels in [labxy] i.e. 5-Dimensional 
color image plane space. Finally, gray-level co-occurrence matrix is 
used to evaluate the texture of image. The results of adaptive SLIC 
along with texture feature show the better segmentation of urban 
area from forest or land 
 
Index Terms: Adaptive gamma normalization, Adaptive simple 
linear iterative clustering (Adaptive SLIC), Gray-Level co-
occurrence matrix (GLCM).  

1. INTRODUCTION 

Now a day, detection of urban area has become vital for many 
applications [1] such as digital mapping, military scrutiny, 
change detection, emergency safe landing of UAV fight and 
land exploration [2]. As a prerequisite of urban monitoring, it 
can effectively indicate building and man-made objects [2]. 
For updating the information of geographic system, it is 
helpful for urban region planners and government agencies 
[1]. 

Constantly development of the cities leads to change in land 
cover [3]. Due to dynamic and heterogeneous environment of 
urban area, periodically detection at acceptable cost is 
necessary [4]. However, geometric parameters of buildings are 
crucial to assess. The process of obtaining qualitative and 
quantitative information is a difficult task especially when 
high reliability and accuracy is required [5]. There are so 
many techniques which had been proposed for automatic 
detection of urban area from satellite images and very high 
resolution aerial images [1]. In some applications, these 
images are not feasible for monitoring, because they cover 
very large urban area [6]. An efficient solution is required, as 

the huge number of applications depends upon the accuracy of 
data [7].  

In this paper, a pre-processing stage for the detection of urban 
area from satellite images is presented. The proposed work 
comprises main three steps. In first step, adaptive gamma 
normalization is used to enhance the visual quality of images 
adaptively. This method has an advantage that, any given 
image can be utilized for normalization without defining the 
target. In second step, adaptive SLIC is used to generate 
super-pixels by grouping the pixels based on some feature 
similarities such as texture or color. In third step, Gray Level 
Co-occurrence Matrix is used to evaluate the texture of 
images. 

 

Fig. 1: Urban area 

This feature vector can further be used for automatic detection 
of urban area. The rest of the paper is structured as: in section 
2, related work is described. In section 3, technique for the 
segmentation of urban area along with texture feature is 
described. In section 5, experimental results are presented and 
the conclusion in section 6.   

2. RELATED WORK 

In recent years, numerous methods for the automatic detection 
of urban area have been proposed. Some of these deploy 
pattern recognition techniques and classification. Jwan Al-
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Doski et. al. [8] employed support vector machine for the 
extraction of primary information from satellite images and 
final land use was monitored using post-classification 
technique of change detection. Chao Tao et. al. [9] integrated 
the various features of images through multiple kernel 
learning and graph cut approach was used to refine boundaries 
of urban area. Adrien Gressin et. al. [10] used supervised 
machine learning to detect the heterogeneity of various scenes 
in very high resolution database and 2-Db land cover database. 
However, this method required improvement in term of 
versatility and scalability. Caglar Senaras et. al. [11] 
performed feature space fusion with two layer mechanism of 
hierarchical classification for automatic detection of building. 
Lior Weizman et. al. [12] employed visual words method for 
the segmentation of urban area. After creating visual 
dictionary, trained urban words were used to detect urban 
region from testing images. For automatic detection of urban 
area, these methods require priori database for the training 
process. 

Some of other types of methods used texture and structure 
characteristics of satellite images. Chao Tao et. al. [13] used 
Harris operation to extract number of corner points for initial 
segmentation of build-up area and then unsupervised 
clustering i.e. spectrum clustering and the graph cut algorithm 
were used for final detection of build-up area. F. kressler et. al. 
[4] used the result of spectral mixture analysis for the 
detection of changes in urban area from satellite images. Beril 
Sirmacek et. al. [14] proposed scale invariant feature 
transform (SIFT) method for automatic detection of buildings 
and urban area from satellite image. However, SIFT alone was 
not adequate for the detection. So, graph cut method was 
proposed to formalize this problem. But their approach was 
not adequate to detect the closely spaced buildings. Then, they 
[6] used Gabor filters to extract local feature points and 
proposed a new technique known as spatial voting and optimal 
decision making approach for the detection of urban area. 
Then, they [15] employed four different methods of extraction 
of local features and boundaries of urban area were detected 
using estimated PDF. Two fusion methods were used in data 
and decision level to improve the final results. Hao shi et. al. 
[2] extracted all the corner points from down sampled images 
and integrated using weighted gaussian voting matrix 
technique. Then, guided image filtering was used to combine 
the extracted results of edge detection and homogeneous 
region and to extract buildings. However, tested results 
showed some problems and required more improvement. A. 
Bekkari et. al. [16] used the combined information of space 
and spectrum to refine the classification results of support 
vector machine. Spatial domain information was introduced 
using graph cuts to further improve SVM algorithm. 

3. METHODOLOGY  

A. Adaptive gamma normalization  
Adverse conditions of environment or illumination may 
degrade the scene chromatics. While, illumination of the scene 

is difficult to control, gamma normalization is becoming 
fascinating solution for the enhancement of intensity and color 
of an image [17]. Non-linear signal as a resultant is obtained 
after applying gamma normalization each channel of RGB 
image. Normalization of each channel is performed separately. 
In adaptive gamma normalization, numeric description of an 
image can be used to identify the scene in low illumination 
and in case of change of illumination [18]. The advantages 
provided by adaptive gamma normalization are as following; 

 This technique is appropriate for real-time application. 

 With the use of adjustable variable factors, compression 
of dynamic range is provided. 

 This normalization technique is compatible irrespective of 
data representation bits and resolution of image. 

 Wide dynamic range provides mapping of tone with low 
illumination and change of illumination [18]. 

Adaptive gamma normalization is a process in which low 
intensity of scene can be increased progressively and 
significant decrement in high intensity of image can be 
avoided [19]. Correction of color and intensity of an image is 
obtained by simply using adaptive variable parameter Ɣ. The 
adaptive gamma normalization can be formalized as follows 
[20]:- 

ܶሺ݈ሻ ൌ ݈௫ሺ݈/݈௫ሻƔ 

Here, ݈௫= maximum intensity of an input image. 

l= intensity of each pixel of an input image which is 
transformed after performingܶሺ݈ሻ. 

The value of Ɣ greater than 1 is depicted as decoding gamma 
and the value of Ɣ less than 1 is depicted as encoding gamma 
[21]. Some changes in the contrast will be exhibited by 
different images with the use of fixed parameter. To solve this 
problem, probability density function is calculated for each 
intensity level of input image and can be formulated as [20]:- 

ሺ݈ሻܨܦܲ ൌ 	݊/ሺܰܯሻ 

Here, n= number of pixels in an image having  
݈ intensity. 

MN= total pixels of an image. 

Cumulative distribution function can be directly calculated 
from probability density function, as: 

ሺ݈ሻܨܦܥ ൌ ܲܨܦሺ݇ሻ



ୀ

 

The adaptive gamma parameter is based on cumulative 
distribution function, given as [20]:- 

Ɣ ൌ 1 െ  ሺ݈ሻܨܦܥ
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Otsu method is used to compute initial threshold value and is 
utilized as target mean to divide an image into foreground and 
background pixels according to its gray level. 

B. Adaptive SLIC based super-pixel segmentation 
This approach generates super-pixels by grouping pixels into 
significant sub-regions based on their proximity and similarity 
of color feature, to substitute the rigid pixel grid structure. 
SLIC is a simple and most robust approach to recognize non-
homogeneous and homogeneous regions in colored image. 
The setting of two parameters is needed to generate significant 
super-pixels: compactness factor m and the desired number of 
super-pixels k. This is performed in [labxy] i.e. 5-dimensional 
space, where [lab] in CIELAB color space is pixel color vector 
and position of pixel can be represented with x, y co-ordinates. 
While in CIELAB, maximum distance is limited between two 
colors and the size of image affects the spatial distance. 
Without the normalization of spatial distance in 5-dimensional 
space, Euclidean distance cannot be simply used [22]. 
Therefore, the size of super-pixel is considered in newly 
introduced distance, to cluster the pixels in 5-dimensional 
space. 

1. Initialization  
Assuming the total number of pixels in an image is N and 
desired number of super-pixels is k for an image of equal size. 
Each super-pixel is of N/k size. The center or seed point of 
each super-pixel would be at each S=√N/k pixel. The 
influence of noisy pixel and location of center of super-pixel 
on edge pixel can be avoided by moving the seed point to 
lowest magnitude of gradient to its 3*3 neighborhood. The 
gradient of image is formulated as: 

,ݔሺܩ ሻݕ ൌ ห|ܫሺݔ  1, ሻݕ െ ݔሺܫ െ 1, ሻ|หݕ
ଶ

 ,ݔሺܫ|| ݕ  1ሻ െ ,ݔሺܫ ݕ െ 1ሻ||ଶ 

Where, I(x, y) is color vector of pixel at (x, y) co-ordinate. 
2S*2S area around seed point is used to search the pixels 
which are associated with this seed point.  

2. Distance measure 
Euclidean distances are intuitively meaningful in CIELAB 
space for small distances. If spatial distances of pixel exceed 
this intuitive limit of color distance, outweigh to color 
similarities of pixel begin (resulting more relative importance 
of proximity rather than the region boundaries). Therefore,  
 ௦distance measure is used in 5-dimensional space instead ofܦ
Euclidean distance [23]. ܦ௦ is formulated as: 

௦ܦ ൌ 	݀ 
݉
ݏ
	݀௫௬ 

Where, 

݀ ൌ √ሺ ݈ െ ݈ሻଶ  ሺ ܽ െ ܽሻଶ  ሺ ܾ െ ܾሻଶ 

and 

݀௫௬ ൌ √ሺݔ െ ݕሻଶ+ሺݔ െ  ሻଶݕ

݀ is distance for pixel color and ݀௫௬ is distance between 
pixel i and pixel j in x, y co-ordinate. ܦ௦ evaluates distance 
between cluster center ܥ and pixel i. The larger value of m 
results in more compact super-pixel. Small value of m results 
in less regular shape and size of super-pixel. 

In smooth region, SLIC produces super-pixel of smooth and 
regular-sized and in textured region, SLIC produces highly 
irregular super-pixels. This problem is avoided by using zero 
parameter version of SLIC i.e. adaptive SLIC. Adaptive SLIC 
adaptively choose the compactness factor for an image. 
Normalized distance for adaptive SLIC can be formulated as: 

ܦ ൌ √ሺௗ

ሻଶ  ሺௗೞ

ೞ
ሻଶ 

After first iteration with constant normalization factor, 
maximum value of color distance and spatial distance  
ሺ݉,݉௦ሻ is observed from previous iteration is used in 
following process for normalization of each cluster. 

C. GLCM(Gray Level Co-occurrence Matrix) 
Texture of an image can be identified using gray level co –
occurrence, by modeling the variation of gray level of an 
image as two-dimensional array, called gray level of co-
occurrence matrix [24]. In computer vision field, recognition 
of texture of an image plays an important role [25]. Second-
order statistics measured by GLCM is used to estimate the 
properties of an image, which is number of gray human vision. 
In GLCM matrix, number of gray level of image is equal to 
number of rows and columns. On the basis of relationship 
between pixels, texture of an image can be analyzed [26]. The 
frequencies of occurrence of pair of pixels which are separated 
by certain distance but having same gray level are recorded in 
GLCM matrix. P(i, j) in GLCM matrix defines as pair of pixel 
with gray level i and j occurring at d distance apart from each 
other, along Ө directional [27]. To find the relationship among 
an arbitrary point and its neighboring pixel, concern is 
distance among them and the direction. In proposed work, four 
directions i.e. 00,450, 900and 1350 are taken along distance 
as one, to find out four statistics, that are contrast, co-relation, 
energy, and homogeneity. So, there are four different values of 
each statistics. The mathematical equation to calculate 
elements in matrix is shown below: 

ܲ
ୀ

ሺ,|ௗ,Өሻ
∑ ∑ ሺ,|ௗ,Өሻ

ೕసభ

సభ

 

 
Energy is a statistic which is used to represent the existence of 
similar changes in gray scale image and homogeneity 
changing [25]. 

ܻܩܴܧܰܧ ൌ ܲ
ଶ



ୀଵ



ୀଵ

 

Contrast of an image shows how the matrix values are 
distributed and represents its clarity of an image, increases 
with the increase in contrast value [25]. 
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ܶܵܣܴܱܶܰܥ ൌሺ݅ െ ݆ሻଶ


ୀଵ



ୀଵ

ܲ 

 
Homogeneity is used to find the occurrence of local changes 
in an image. 

ܻܶܫܧܰܧܩܱܯܱܪ ൌ
1

1  ሺ݅ െ ݆ሻଶ ܲ



ୀଵ



ୀଵ

 

Correlation is used to find the linear dependence of gray 
among specified and its neighborhood pixels. Joint probability 
occurrence is computed for specified pixel pairs [28]: 
 

ܱܰܫܶܣܮܧܴܴܱܥ ൌ
∑ ∑ ሺ݅. ݆ሻ ܲ െ ௬ߤ௫ߤ


ୀଵ


ୀଵ

௬ߪ௫ߪ
 

Here,  

௫ߤ ൌ݅. ܲ



ୀଵ



ୀଵ

 

௫ߪ ൌ √ሺ݅ െ ௫ሻଶߤ ܲ



ୀଵ



ୀଵ

 

௬ߪ ൌ √ሺ݆ െ ௬ሻଶߤ ܲ



ୀଵ



ୀଵ

 

Choice of radius, quantized ray level (G) and radius Ө must be 
considered while computing GLCM matrix.  

4. EXPERIMENTAL RESULTS 

The performance of this method is evaluated on GeoEye-1 and 
QuickBird satellite images of different cities with spatial 
resolution of 0.5-meter and 0.61-meter respectively. 
Numerous scenes such as forest, plains, urban area, 
mountains, road, and farmlands are covered in these images. 
All these satellite images have different size.  

The results of proposed approach on test images are presented 
in fig. 2, where the original images are shown in first row. 
Second row shows the results of adaptive gamma 
normalization and third row shows the result of adaptive 
SLIC. The fig 2(c) and 2(d) shows, after applying the adaptive 
gamma normalization, image has much normalized gamma. 
The initial threshold value is computed using Otsu's Method.   

  
(a)    (b) 

  
(c)     (d) 
 

  
(e)     (f) 

Fig. 2 (a & b) original images. (c & d) Normalization result. 
 (e & f) Adaptive SLIC result. 

After that, an iterative method updates the threshold till no 
more variation is seen and is utilized as target mean. This 
mean is then used by gamma normalization equation to 
compute the gamma normalized image. Adaptive SLIC is used 
in our work because by default, SLIC requires many control 
parameters which can be different for each image for correct 
clustering. Adaptive SLIC only requires a single parameter i.e. 
the number of super-pixels and the other parameters are 
computed adaptively thereby giving much accurate result 
shown in fig 2(e) and 2(f). After all these steps, we have 
computed GLCM (Gray Level Co-occurrence Matrix) for each 
super-pixel which resulted into 16 texture features for each 
super-pixel. In our case, we started with 5000 super-pixel 
which on general converges to around 4900 super-pixels. Thus 
applying GLCM texture features for each super-pixel resulted 
into 4900x16 matrix which is our feature vector computed 
from a single image. 

5. CONCLUSION 

We have proposed an adaptive SLIC along with texture 
feature for better segmentation of urban area from forest or 
land. Without defining target, any given image can be utilized 
for normalization with adaptive gamma normalization. The 
initial threshold value is computed using Otsu’s method and 
selected by an iterative process. Then, the numbers of super-
pixels are generated with adaptive SLIC. After all these steps, 
we have computed GLCM (Gray Level Co-occurrence Matrix) 
for each super-pixel which resulted into 16 texture features for 
each super-pixel. This extraction result of texture features 
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serves as pre-processing stage for change detection, city 
planning and building recognition. In future work, this feature 
vector will be used to train supervised machine learning 
technique for accurate detection of urban area. 
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